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Agenda

• Background of GPU Virtualization

• Full GPU Virtualization with Mediated Pass-Through

• Intel® Graphics Virtualization Technology Update
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The Evolution of Virtualization Technologies
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Momentum of GPU Virtualization
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Momentum of GPU Virtualization (Cont.)
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GPU HW acceleration 
is becoming a basic feature in a VM！
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API Forwarding
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Direct Pass-Through
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• Performance
• Full features

• No or limited sharing (w/ SRIOV)
• Break VM live migration

Cons

Pros
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Mediated Pass-Through
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• Allow VM live migration
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Agenda

• Background of GPU Virtualization

• Full GPU Virtualization with Mediated Pass-Through

• Intel® Graphics Virtualization Technology Update
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Processor Graphics Overview
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Mediated Pass-Through Policies
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• Partitioning global address space

• Switching local address spaces

• Emulate vGPU device model

• Shadow GPU page tables
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Render Engine Sharing
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Display Virtualization
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Agenda

• Background of GPU Virtualization

• Full GPU Virtualization with Mediated Pass-Through

• Intel® Graphics Virtualization Technology Update
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Intel® Graphics Virtualization Technologies
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Intel® GVT-g

• Project started in 2012, for client virtualization usage
- Formally released on HSW

• Now mainly focus on server/cloud usages
- Target BDW+ server platform

- An SoC/BYT porting is also available for IVI virtualization

• Dual-licensed (MIT/GPL) open source project
- Quarterly releases (latest 2015-Q3)

• Support both Xen (XenGT) and KVM (KVMGT)
- Share vGPU device model (~90% LLC)
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XenGT vs. KVMGT
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Performance
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GVT-g

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark* and MobileMark*, are measured using specific 
computer systems, components, software, operations and functions.  Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in 
fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more information go to http://www.intel.com/performance.
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Scalability
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Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark* and MobileMark*, are measured using specific 
computer systems, components, software, operations and functions.  Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in 
fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more information go to http://www.intel.com/performance.
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Project Status

• XenGT

- HSW stable release in 2014-Q2

- BDW stable release scheduled in 2015-Q4

- SKL preliminary release scheduled in 2015-Q4

- An USENIX’14 paper based on XenGT

• KVMGT

- Feature on-par with XenGT, in 2015-Q3

- 1st stable release on BDW scheduled in 2016-Q1
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Future Work

• Lots of funny things can be done thru mediated pass-through
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* An USENIX’15 paper for 
shadow GTT optimization

Live Migration

Node 1 Node 2

3vm

7vm

15vm

Scalability

QoS

Scheduler

30% 70%

Performance Optimization

High Availability

GPU utilization monitoring

Multi-GPU combination

Mediated pass-through for single VM

Mediated pass-through for other devices

…
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Visit US!

• Project home page

- https://01.org/igvt-g

• Mailing list

- https://lists.01.org/mailman/listinfo/igvt-g

• Contact us for research/production cooperation!

- kevin.tian@intel.com, software architect

- hongbo.wang@intel.com, project manager
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